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ABSTRACT

Conventional fringe projection profilometers utilize cameras and projectors in the visible spectrum. Nevertheless,
some applications require profilometers with a complementary thermal camera for the infrared spectrum. Since
the point cloud is computed from pixel correspondences between the visible camera-projector pair, the texture in
the visible spectrum is obtained by direct association of color from each image pixel to its corresponding point in
the cloud. Unfortunately, the texture from the thermal camera is not straightforward because of the inexistence
of pixel-point correspondences. In this paper, a simple interpolation-based method for determining the texture of
the reconstructed objects is proposed. The theoretical principles are reviewed, and an experimental verification
is conducted using a visible-thermal fringe projection profilometer. This work provides a helpful framework for
three-dimensional data fusion for advanced multi-modal profilometers.
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1. INTRODUCTION

Fringe projection profilometry has become relevant in medical applications because of its contactless and high-
precision features.1 Conventional fringe projection profilometers employ a camera-projector pair in the visible
spectrum to obtain the object’s three-dimensional (3D) shape,2 as shown in Fig. 1(a). A color 3D reconstruction
can be obtained by assigning the pixels of a color image captured by the camera to the corresponding point in
the cloud, as shown in Fig. 1(b). However, some medical studies also observe temperature distributions as a sign
of biological activity.3 Therefore, the profilometer must also include a thermal camera to acquire temperature
images, as shown in Fig. 1(c). Unfortunately, unlike the color image, the temperature image pixels are not in
correspondence with the points of the 3D point cloud.
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Figure 1. (a) Camera-projector pair performing 3D reconstruction by fringe projection in the visible spectrum. (b) Color
3D reconstruction using an additional color image captured by the visible camera. (c) Thermal 3D reconstruction by
adding a temperature image captured by an incorporated thermal camera.
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In this paper, we propose a simple method for thermal 3D reconstruction using a conventional fringe projection
profilometer equipped with a thermal camera. The distorted pinhole model is employed to deal with the high
lens distortion exhibited by standard thermal cameras. The theoretical principles of the proposed method are
given, and an experimental thermal 3D reconstruction validates its usefulness. The obtained results confirm the
simplicity and efficiency of the proposed method in assigning thermal images to a 3D point cloud.

2. THEORY

2.1 Imaging process of cameras or projectors

In this work, the distorted pinhole model is regarded because of its simplicity and good performance against
lens distortion. Since the generalization from the pinhole to the distorted pinhole model is straightforward,4

the theoretical analysis will be conducted using the pinhole model for simplicity. The imaging process can be
modeled as the computation of the image (or slide) point s where a point p of the 3D space was detected (or
illuminated) as

s = H−1[CH[p]], (1)

where H is the homogeneous coordinates operator,5 C = K[RT ,−RT t] is the matrix of the device, K is the
intrinsic parameter matrix, R and t are the rotation matrix and translation vector defining the pose of the device.
Equation (1) can be inverted as

p = t+ λRK−1[s], (2)

where λ is an unknown scalar, which parametrizes a straight line in the 3D space passing through t and having
direction RK−1[s].

2.2 Point correspondences, fringe projection, and triangulation

Three-dimensional object reconstruction by optical profilometry depends on point correspondences between a
camera and a projector. Let Cc and Cp be the matrices of the camera and projector in the visible spectrum,
respectively. Then, any point p in the field of view of both devices will be illuminated by the pixel sp from the
projector slide, and captured by the pixel sc on the camera image as

sc = H−1[CcH[p]],

sp = H−1[CpH[p]].
(3)

Several alternatives exist to obtain point correspondences sc ↔ sp in optical profilometry.2 One of the most
accurate and robust is fringe projection.6 Fringe projection works as a communication system in which the
projector transmits its pixel coordinates as a fringe pattern, and the camera receives and recovers the projector
coordinates by phase demodulation.7 Given a point correspondence sc ↔ sp, Eq. (2) can be employed to
obtain the lines associated with the points sc and sp and determine the 3D point p as the intersection point (or
minimum distance) between the lines.8

2.3 Three-dimensional object texturing

The triangulation process returns a cloud of points representing the reconstructed 3D object. However, the
texture brought by the color on the object’s surface is not present, as shown in Fig. 1(a). However, the visible
camera (used to obtain point correspondences) can acquire an additional fringe-free photograph of the object
under test, as shown in Fig. 1(b). In this way, the color recorded in a pixel sc of the additional photograph is
assigned to the point p in the reconstructed object. Unfortunately, this straight assignment is impossible if the
texture comes from a camera other than that used for triangulation.

Let us suppose a thermal camera with matrix Ct is added to the fringe projection profilometer, as shown in
Fig. 1(c). The thermal camera will register the temperature of the object at a point q on the pixel st as

st = H−1[CtH[q]]. (4)

It is worth mentioning that although all devices are seeing the same object, the 3D points q, captured by the
thermal camera, and p, triangulated by the visible camera-projector pair, are different. For this reason, the
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temperature on a pixel st cannot be assigned to any point p of the reconstructed object. However, the thermal
texturing can be performed by establishing point correspondences using interpolation as follows.

Let T (st) be the thermal image captured experimentally, and T (s) be an interpolant function fitted to T (st).
The interpolant can be constructed using a convenient analytical function.9 In particular, the two-dimensional
linear polynomial works properly, although other more sophisticated interpolants, such as splines, can be used.10

Next, all the points p obtained by triangulation are back-projected on the thermal camera as

s̃t = H−1[CtH[p]]. (5)

This step ensures a correspondence between every point p in the reconstructed object and its “pixel” s̃t on the
thermal image. Then, the temperature at the required point s̃t is obtained using the interpolant function as

T̃ (s̃t) = T (s̃t). (6)

Since s̃t and p are in correspondence, the temperature T̃ can be assigned directly to p in the reconstructed 3D
point cloud. The following section demonstrates the usefulness of the proposed approach experimentally.

3. EXPERIMENTAL EVALUATION

The proposed 3D object visible-thermal texturing method was evaluated experimentally by the setup shown in
Fig. 2(a). The profilometer includes the visible camera iDS UI-3880CP-C-HQ, 3088× 2076 pixels, the projector
Kodak Luma 150, 1920× 1080 pixels, and the Infiray thermal camera, 1296× 870 pixels. The object under test
was the bottom face of a remote control whose battery compartment cover was heated. Figure 2(b) shows the
virtual representation of the experimental system using the estimated calibration parameters (intrinsic, extrinsic,
and lens distortion).11

(a) (b) (c) (d)

Figure 2. (a) Experimental visible-thermal fringe projection profilometer capturing the bottom face of a remote control
whose battery cover was heated. (b) System representation using the estimated calibration parameters. (c) Two of
forty-eight fringe patterns and the temperature map captured by the visible and thermal cameras, respectively. (d)
Demodulated phase obtained by the multi-frequency phase shifting method.

The multi-frequency phase-shifting method was employed for phase demodulation.7 Four gratings with differ-
ent frequencies and six phase shifts were projected along the projector’s x-axis (vertical) and y-axis (horizontal).
Figure 2(c) shows one of the captured fringe patterns along the vertical and horizontal directions, respectively,
and the temperature map captured by the thermal camera. Figure 2(d) shows the demodulated phases along
the x- and y-axis obtained after processing the captured forty-eight fringe patterns.
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Figure 3. Three-dimensional object texturing results. (a) Point cloud of the reconstructed object. (b) Reconstruction with
texture from the visible camera. (c) Reconstruction with texture from the thermal camera. (d) Visible-thermal texture
by averaging the visible and thermal textures. Experimental images are available in Ref.12

Figure 3(a) shows the resultant 3D reconstruction obtained by triangulation using the parameters of the
visible camera-projector pair and the demodulated phase.8 The background light (fringe-free image), returned
by the phase demodulation process, was used as the visible texture of the object. Figure 3(b) shows the result
of assigning the background light to the corresponding points in the reconstructed object.

The temperature map T (st), shown in Fig. 2(c), was used to fit the interpolant function T (s) (two-
dimensional linear polynomial). Next, the 3D point cloud was back-projected on the image plane of the thermal
camera to obtain the corresponding “pixels” s̃t by Eq. (5). Then, the interpolant function was evaluated at
the points s̃t. Finally, the obtained temperature values were assigned to the reconstructed 3D object, as shown
in Fig. 3(c). Both the visible and thermal textures were averaged to show them simultaneously on the recon-
structed object, as shown in Fig. 3(d). It is worth mentioning that the described procedure is valid even though
the imaging model is more sophisticated than the pinhole one. Particularly, in this work, the distorted pinhole
model was employed to deal with the high lens distortion exhibited by thermal cameras. The implemented code
is available online for further reference.12

4. CONCLUSIONS

A simple 3D object texturing for fringe projection profilometers equipped with a thermal camera was presented.
The theoretical principles were described, and their usefulness was evaluated experimentally. The proposed
approach’s simplicity was shown to be independent of the employed imaging model. This feature is essential
because some devices, such as thermal and fisheye cameras, could exhibit high distortion levels. The images and
data employed for this study were made available online for implementation and testing. This work is a valuable
complement to research on developing advanced multi-modal fringe projection profilometry.
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